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5LHC analysis + ML
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4. Anomaly 
detection
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6Simulation or data-driven searches

*Taken from [Nachman et al: 2001.04990]



7Simulation or data-driven searches

*Taken from [Nachman et al: 2001.04990]

AD with ML



8Community interest in AD

LHC Olympics
[Kasieczka et al: 2107.02821,  

2101.08320]

ADC2021
[Govorkova et al: 2107.02157]

Dark Machines
[Ostdiek et al: 2105.14027]

…and many papers:

https://iml-wg.github.io/HEPML-LivingReview

https://iml-wg.github.io/HEPML-LivingReview/
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LHC Olympics
[Kasieczka et al: 2107.02821,  

2101.08320]

ADC2021
[Govorkova et al: 2107.02157]

Dark Machines
[Ostdiek et al: 2105.14027]

…and many papers:

https://iml-wg.github.io/HEPML-LivingReview

[2312.14190]

[CMS-PAS-EXO-22-026]

https://iml-wg.github.io/HEPML-LivingReview/


[2109.00546]

10Two Types of Anomaly Detection

Outlier Detection Overdensities

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

(resonant)(non-resonant)

• Analagous to traditional bump hunt• Searching for unique and unexpected events

• In HEP, this (might) appear in the tails of dist.
[2404.07258]
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12Autoencoder for non-resonant AD

• AE trained on bg.
☺︎ Fully unsupervised
☹︎ Complexity bias [Finke et al: 2104.09051]

☹︎ not invariant under coordinate 
transformations [Kasieczka et al: 2209.06225]

reco loss

C
ou

nt
s

bg

Outlier

L > Lc

• Use   to cut interesting eventsL > LC
[Heimel et al: 1808.08979] [Farina et al: 1808.08992]

L =
1
N ∑

i

(AE(xi) − xi)2
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14Two Types of Anomaly Detection

Outlier Detection Overdensities
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15Resonant AD as a search strategy

Sideband SidebandSignal Region
D

en
si

ty

MOther 

features

Data

SM Template

Goal: observe new 
physics signal…

…above the SM 
background



16Resonant AD as a search strategy

Sideband SidebandSignal Region
D

en
si

ty

MOther 

features

Data

SM Template

Goal: observe new 
physics signal…

…above the SM 
background

Neyman-Pearson Lemma

R =
pdata(x)
pbg(x)

Optimal 
hypothesis test

❖ Idealized anomaly detector (IAD)

ML

❖ Best you can do if… 
…you know  and pdata pbg

❖ Use  as cut discriminant 
→ 

R
R > Rc



Density estimator
Instead of learning the  
likelihood ratio directly…

Classifier
If we have samples from  
data and SM background…

17How to get the optimal test statistic?

R =
pdata(x)
pbg(x)

…an optimal classifier yields

f(x) =
pdata(x)

pdata(x) + pbg(x)

❖ Get  and  from 
MC simulations

x ∼ pdata x ∼ pbg

…use a density estimator to learn

pω(x |SR) ≃ pdata(x |SR)

pω(x |SB) ≃ pbg(x)

❖ Estimate samples from data:

x ∼ pdata(x |SR)

x ∼ pdata(x |SB) ≈ pbg(x)

❖ Then calculate  directly from 
the individual likelihoods

R



CWoLa Hunting
Example I

Metodiev, Nachman, Thaler [1708.02949]
Collins, Howe, Nachman [1805.02664]



19Reminder — Classification Problem

Classifier

Signal

Background

Goal: learn the signal to  
background ratio

An optimal classifier yields the  
likelihood ratio

Roptimal =
f(x)

1 − f(x)
=

psig(x)
pbg(x)

⊕ Can be approximated with a 
supervised classifier (ML)

⊖ Labels are not available in 
experimental data



20Classification without labels (CWoLa)

Metodiev, Nachman, Thaler [1708.02949]

Classifier

Signal

Background

Two mixed datasets with signal fractions wi

pi(x) = wi psig(x) + (1 − wi) pbg(x)

Rmixed =
w1 Roptimal(x) + (1 − w1)
w2 Roptimal(x) + (1 − w2)

Classifier gives likelihood ratio

⊕ Monotonic function 
→ optimal on mixed = optimal on pure sample

→ Basis of weak supervised classification



21Supervised versus IAD

Signal

Background

Classifier

SignalBackground

Classifier

Data in SRBg. Template

Rsupervised =
psig(x)
pbg(x)

RIAD =
pdata(x)
pbg(x)

= ϵ Rsupervised + (1 − ϵ)



22CWoLa Hunting

LHC Olympics
[Kasieczka et al: 2107.02821,  

2101.08320]

x = {mX, mY, Δmj, τ(1)
21 , τ(2)

21 }
Other 
features

Resonant  
observable mjj = mZ′￼

> mX, mY

[1902.02634]

pbg(x |mjj ∈ SR) ≈ pbg(x |mjj ∈ SB) ≈ pbg(x)



23CWoLa Hunting

RCWoLa =
pdata(x |SR)
pbg(x |SB)

x = {mX, mY, Δmj, τ(1)
21 , τ(2)

21 }
Other 
features

Resonant  
observable mjj = mZ′￼

> mX, mY

pbg(x |mjj ∈ SR) ≈ pbg(x |mjj ∈ SB) ≈ pbg(x)
[1902.02634]

CWoLa Likelihood estimate

≈
pdata(x |SR)
pbg(x |SR)



Can we do better?



ANOmaly detection with Density Estimation (ANODE)

Example II

Nachman, Shih [2001.04990]



26ANODE

[2001.04990]

RCWoLa =
pdata(x |SR)
pbg(x |SB)

CWoLa Likelihood estimate

Interpolate
The ANODE method

pω1
(x |m) ≃ pdata(x |m)

pω0
(x |m) ≃ pbg(x |m)

NF

NF

RANODE =
pω1

(x |SR)
pω0

(x |SR)

ANODE Likelihood estimate

≃
pdata(x |SR)
pbg(x |SR)

Trained in m ∈ SB

Trained in m ∈ SR



Are we already happy?



28CWoLA versus ANODE

[2001.04990]

RCWoLa =
pdata(x |SR)
pbg(x |SB)

CWoLa Likelihood estimate

RANODE =
pω1

(x |SR)
pω0

(x |SR)

ANODE Likelihood estimate

[1902.02634]

Pros and cons: Pros and cons:

⊕ Classification is easy and precise

⊖ Sensitive to correlations between 
 and other features mjj x

⊕ Robust against correlations

⊖ Less powerful and sensitive 
than classification



Can we get the best of both worlds?



Classifying Anomalies THrough Outer Density Estimation (CATHODE)

Example III

Hallin, Isaacson, Kasieczka, Krause, Nachman, Quadfasel, Schlaffer, Shih, Sommerhalder [2109.00546]



31Best of both worlds — CATHODE

[2109.00546]

The CATHODE method

pω1
(x |m) ≃ pdata(x |m)

RCATHODE =
pdata(x |SR)
pω0

(x |SR)

CATHODE Likelihood estimate

≃
pdata(x |SR)
pbg(x |SR)

Trained in m ∈ SB

Interpolate
̂xbg ∼ pω0

(x |m ∈ SR) ≃ pbg(x |SR)

1. Interpolate SM background template 
to SR and sample:

pω0
(x |m) ≃ pbg(x |m)

2. Then train classifier between 
 and  as in CWoLÂxbg x ∼ pdata(x |SR)



How do they compare?



33How to quantify improvement?

Sideband SidebandSignal Region

Data
B

S

S

B

S ⋅ ϵS

B ⋅ ϵB
=

S

B
⋅Statistical  

significance:
AD ϵS

ϵB

Improvement 
factor



34Results — Comparison



Are there other ways?



36ML techniques to construct SM template
4Resonant AD as a search strategy

Sideband SidebandSignal Region

D
en

si
ty

M
DataSM Template

Simulation

CATHODE [2109.00546]

3Resonant AD as a search strategy

Sideband SidebandSignal Region

M
Data

Simulation

D
en

si
ty

SM Template
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3Resonant AD as a search strategy

Sideband SidebandSignal Region

M
Data

Simulation

D
en

si
ty

SM Template

FETA [2212.11285]

Morph

4Resonant AD as a search strategy
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CURTAINs [2203.09470]

Morph
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Can we do even better?



Residual ANODE (R-ANODE)
Example IV

Das, Kasieczka, Shih [2312.11629]



40R-ANODE

The ANODE method

pω1
(x |m) ≃ pdata(x |m)

pω0
(x |m) ≃ pbg(x |m) Trained in m ∈ SB

Trained in m ∈ SR

RR−ANODE =
pωs

(x |SR)
pω0

(x |SR)

R-ANODE Likelihood estimate

≃
psig(x |SR)
pbg(x |SR)

pωs
(x |m)
NF

Trained in m ∈ SR

pω0
(x |m)

NF

Trained in m ∈ SB

The R-ANODE method

pdata(x |SR) = w psig(x |SR) + (1 − w) pbg(x |SR)



41Results — R-ANODE



42Results — R-ANODE



More sources?



44ML lecture notes

• Check lecture notes for more 
details and applications

Plehn, Butter, Dillon, Heimel, Krause, RW [2211.01421]



45HEPML Living Review

• Check LivingReview for many 
ML4HEP applications

HEPML

https://iml-wg.github.io/HEPML-LivingReview/


46

Take-home messages

Summary and Outlook

ℒ
Theory Shower EventsHard process Hadronization Detectors

Forward

Inverse

• ML beneficial in every step of the  
simulation and analysis chain

• We find both proof-of-concepts as well as 
established use cases (→ AD, MadNIS,…)

• Interesting interplay between physics and ML
    → Physics provides ~infinite data for ML

  → Physics requirements (precision, symmertries,…) 
       different than industry applications

Future exercises

• Full integration of ML-based methods into 
standard tools → Taggers, MadGraph,….

• Make everything run on GPUs and  
make it differentiable

• Foster deeper collaboration between  
theory, experiment, and ML community


